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Goal: schedule to minimize mean response time $\mathrm{E}[T]$
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## Minimizing $\mathbf{E}[T]$
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size unknown $\approx\left\{\left\{\begin{array}{c}\text { 六 } \\ \vdots \\ \vdots \\ \vdots \\ \vdots \\ \vdots \\ \frac{1}{2}\end{array}\right\}\right.$ age known $\sqrt{ }$
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## Optimal for M/G/1: Gittins

$$
r_{\text {Gittins }}(a)=\inf _{b>a} \frac{\mathrm{E}[\min \{X, b\} \mid X>a]}{\mathrm{P}[X \leq b \mid X>a]}
$$

a.k.a. priority
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1. What's wrong with Gittins-k?
2. What is M-Gittins-k?
3. How does M-Gittins-k help?
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## New Policy: M-Gittins <br> monotonic

$$
r_{\text {M-Gittins }}(a)=\max _{0 \leq b \leq a} r_{\text {Gittins }}(b)
$$
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## Key idea: new monotonic variant of Gittins, namely M-Gittins

## Theorem: $\lim _{\rho \rightarrow 1} \frac{\mathrm{E}\left[T_{\mathrm{M} \text {-Gittins-k }}\right]}{\mathrm{E}\left[T_{\text {Gittins-1 }}\right]}=1$
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Theorem:
"infinite variance" $\left\{\begin{array}{l}\text { If } X \in \operatorname{OR}(-2,-1) \text {, then } \\ \mathrm{E}\left[T_{\text {Gittins-1 }}\right]=\Theta\left(\log \frac{1}{1-\rho}\right),\end{array}\right.$
"finite variance" $\left\{\begin{array}{l}\text { and if } X \in \mathrm{OR}(-\infty,-2) \cup \operatorname{MDA}(\Lambda) \cup \mathrm{ENBUE}, \\ \text { then } \\ \mathrm{E}\left[T_{\text {Gittins- }-1}\right]=\Theta\left(\left.\frac{1}{1-\rho} \right\rvert\, \max _{0 \leq b \leq \bar{F}_{e}^{-1}(1-\rho)} \mathrm{E}[X-b \mid X>b]\right) .\end{array}\right.$

