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Data Privacy 

• Social media platforms
• Identity, preference

• Optimize algorithm

• Data security threats
• Addiction, abuse



Traditional privacy protection

• Aggregation
• No storage of sensitive individual record

• Total reads / reviews



Traditional privacy protection

• Aggregation

• High degree of centralization
• Actively choose how to aggregate

• Reversable: recover user preference



Recover preferences: problem

• Content pushing
• Push, read, aggregate

• Inferring
• Recover user preference 

from aggregated reads



Recover preferences: problem

• Goal
• Small number of articles pushed to user

• Inference algorithm is of low complexity

• As few articles as possible



Recover preferences: formulation

• m articles: a = 1, 2, …, m

• n users: i = 1, 2, …, n
• Preferences: 𝑝𝑖 ∈ {0,1}
• 𝜖 are interested

• 𝑎 pushed to a set of users I(𝑎)
• User view if 𝑝𝑖 = 1 .
• Aggregate reads  𝑟𝑎 = σ𝑖∈I(𝑎)𝑝𝑖

• Goal:
• Recover 𝑝𝑖
• Minimize 𝛽 =

𝑚

𝑛



Inferring algorithm: related work

• Compressing sensing
• 𝑂(𝑛3) complexity

• Counter Braids
• 𝑂 𝑛 complexity 

• Optimal ratio:

• Our problem
• 𝑂 𝑛 complexity 

• Optimal ratio:



Inferring algorithm: related work

• Counter Braids
• low complexity message passing decoding

• Our problem
• 𝜈𝑖𝑎: guess user i’s preference on user side

• 𝜇𝑎𝑖: guess user i’s preference on article side
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Inferring algorithm: message passing

• 𝜈𝑖𝑎: passed to article node 𝑎
• Initialize to 0

• Article node a infer user i’s preference  
• based on other users in I(𝑎)
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Ƹ𝜇𝑎𝑖 = 𝑟𝑎 − 𝜈𝑘𝑎 − 𝜈𝑛𝑎



Inferring algorithm: message passing

• 𝜈𝑖𝑎: passed to article node a
• Initialize to 0

• Article node a infer user i’s preference  
• based on other users in I(a)

• Apply bounds
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𝜇𝑎𝑖 = min(max Ƹ𝜇𝑎𝑖 , 0 , 1)

𝜇𝑎𝑖 = min(max Ƹ𝜇𝑎𝑖 , 0 , 1)



Inferring algorithm: message passing

• 𝜇𝑎𝑖 : passed to user node 𝑖

• user node 𝑖 infer its preference  
• based on articles in 𝐴(𝑖)

• Odd round is upper bound, even round is 
lower bound
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Push algorithm: Construct bipartite graph

• Degree distribution
• Edge-perspective degree distribution

• Average number of articles



Error analysis: density evolution

• Degree distribution:

• Article message error:

• User message: 

• Projection
• Odd round:

• Even round:  

• Two rounds:



Prove of optimal beta

• Binary erasure channel

• Error evolution

• Capacity-achieving:

• Optimal ratio             :

• Our problem

• Error evolution:



Prove of optimal beta

• Binary erasure channel

• Error evolution:

• Our problem

• Error evolution:

• Optimal ratio:



Phase transition

• 𝜖 ≤ 𝜖∗, user preference can be recovered

• 𝜖 > 𝜖∗, some user preference cannot be inferred

• Lack of monotonicity:

• Capacity achieving graph:



Performance of capacity achieving graph

• Setup
• N=5, 10, 20, 30

• 10000 users

• Proportion of interested users: 0.1

• Optimality
• Converges at 𝛽 = 0.34

• Optimal ratio: 𝛽 = 𝜖(1 − 𝜖) = 0.3



Phase transition in capacity achieving graph

• Setup
• Ƹ𝜖= 0.1, 0.2, 0.3

• N = 30

• Phase transition



Performance of k-regular graph

• Setup
• k=2, 3, 4, 5, 6

• 10000 users

• Proportion of interested users: 0.1

• Best performance with k = 3, 4
• Converges at 𝛽 = 0.34

• Optimal ratio: 𝛽 = 𝜖(1 − 𝜖) = 0.3

• Practically good



Phase transition in k-regular graph

• Setup
• 𝛽= 0.1, 0.2, 0.3

• k = 3

• Phase transition
• Estimate 𝜖

• Select 𝛽



Conclusion

• Pushing algorithm and inference algorithm

• Optimal ratio

• Phase transition



Thanks!


