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Questions:

1. How to allocate Users/apps to
Servers/Resources?

2. Performance Metrics?
Minimize Load? Request Distance?

# of users allocated
to a server

Distance b/w a user and
its allocated server




Distributed Load Balancing Policies in 2D
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Load: 4

@ User (U)
= Server (S)
----- » Candidate Servers

Power of Two (POT) [Azar et al, stoc’ 94): Allocate to leastly loaded
server among two servers sampled uniformly at random -



Distributed Load Balancing Policies in 2D
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Distributed Load Balancing Policies in 2D
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Proposed Spatial Policy
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Proposed Spatial Policy
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Maximum Asymptotic Load Behavior

dPower of one (POO): Max. asymptotic
load O (log |S]|/loglog|S|)

dPower of two (POT) : Max. asymptotic
load O(log log |S|) [Azar et al, STOC’ 94]

POT benefits |S|: # of servers

Question: Does sPOT provide POT benefits?
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Our Result: sPOT does not provide POT benefits

Suppose users and servers are placed uniformly at random on a
2D Euclidean plane. Under sPOT policy, the maximum load over

all servers is at least L(log |S|/log log|S|) with high probability,
i.e., we do not get POT benefits.
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Load vs Request Distance Trade-off

POT performs best wrt Load but worst wrt req dist
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Question:

, 1. Benefits of both the worlds? POT like

oad behavior and sPOT like req dist
orofile?

Solution:

1. Random sampling to reduce load

2. Distance based sampling to reduce req dist
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Two New Policies: and k-sPOT

User samples two servers from S, each with probability
proportional to 1/d?; Allocate to server with least load.

d: User-server
distance

k-sPOT: User samples two servers uniformly from k nearest
servers; Allocate to server with least load.
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achieves pretty low req dist!!

Ul = |S| = 50K U~Unif[(0, 1)x%(0, 1)]
S~Unif[(0,1)x(0,1)]
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k-sPOT achieves low req dist and low load

Avg. Max Load

Ul = |S| = 100 — 40K U~Unif[(0,1)x(0,1)]
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Future Directions

Dynamic arrival of users
e Users arrive and leave the system over time
* Map to supermarket model

1 Other topologies for server placement
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Distributed Load Balancing Policies in 2D
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Power of One (POO): Randomly allocate to a server
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Distributed Load Balancing Policies in 2D
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Spatial Policies
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