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Motivation: Two Trends in Networking

Networks become more flexible and Networks are critical

,adaptable” infrastructure of digital society

[ Enablers: SDN, virtualization, d Increasingly stringent
reconfigurable optical topologies dependability requirements

d  Vision of more dynamic, demand-
aware, self-adjusting and ,,self-
driving networks”: improve resource
efficiency and performance




Motivation: Two Trends in Networking

Networks become more flexible and
,adaptable”
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Enablers: SDN, virtualization,
reconfigurable optical topologies

Vision of more dynamic, demand-
aware, self-adjusting and ,,self-
driving networks”: improve resource
efficiency and performance

VS

Networks are critical
infrastructure of digital society

d Increasingly stringent
dependability requirements

A contradiction?
Performance-reliability tradeoff?




Responsible for Reliability: Network Operator

Operator responsible for:

* Reachability: Can traffic from ingress
port A reach egress port B?

* Loop-freedom: Are the routes implied
by the forwarding rules loop-free?

* Policy: Is it ensured that traffic from A
to B never goes via C?

c * Waypoint enforcement: Is it ensured
J\‘ that traffic from A to B is always
E.g. IDS ) : .
routed via a node C (e.g., intrusion
detection system or a firewall)?

Even more challenging in dynamic network!



This Paper: Providing Efficiency and
Reliability in the Context of Dynamic Routing

. How to quickly and correctly change from an old route to a

new route?
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J A.k.a. the Consistent Network Update Problem
1 Motivation for changing routes:

d Traffic engineering, changes in the demand, security policy changes,
service relocation, maintenance work, link/node failures, ...
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J A.k.a. the Consistent Network Update Problem
1 Motivation for changing routes:

d Traffic engineering, changes in the demand, security policy changes,
service relocation, maintenance work, link/node failures, ...

This paper focuses on Software-Defined Networks (SDNs):
programmable networks managed by a centralized controller.




An Active Research Area

J Recent survey™* discusses >100 related papers

. A classic problem

. Recent interest due to SDN and more stringent transient
dependability requirements

. E.g., keynote by Nate Foster at ACM CoNEXT 2018
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The Challenge: Asynchrony

SDN Controller Platform

insecure secure

Internet




The Challenge: Asynchrony

SDN Controller Platform

insecure secure
Internet . m—> zone

bypassed

1
1
waypoint! \ :
<

N




The Challenge: Asynchrony

SDN Controller Platform
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Popular Approach to Ensure Transient Consistency

1 Proceed in multiple rounds

1 Proceed to next round when ACK received

[ Does not require any packet tagging

[ Provably correct even for arbitrary delays

Round 1 Controller Platform
Round 2 Controller Platform
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Motivation for Our Paper

Existing consistent network update mechanismes:
1 Often based on hand-crafted algorithms } @ Complex

1 Either overly pessimistic: underlying network may :l_ Unnecessarily

be arbitrarily asynchronous slow

1 Overly optimistic model where updates can be @ Requires
timed precisely special hw



Our Paper

Latte: Improving the Latency of
Transiently Consistent Network Update Schedules

Niels Christensen, Mark Glavind, Jifi Srba, Stefan Schmid

. Fully automated approach to optimize the performance of
network update schedulers
. Synthesize waiting times between (ordered) updates

1 Accounting for update time characteristics

1 E.g., different packet types, such as VolP, SSH, or VPN, entail
different forwarding times at switches [1]

. Support wide range of consistency properties, e.g.:
. (Sequence of) waypoint enforcement

Loop freedom

Blacklist enforcement

L OO

Blackhole freedom

[1] Bauer et al., Behind the scenes: What device benchmarks can tell us. Proc. ANRW, 2018
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Novel Extension of Classic Petri Nets:
Timed-Arc Colored Petri Nets (TACPNSs)

1 Petri nets: powerful modeling language for
distributed systems

1 Configurations: tokens located at places

J In our extension: tokens also contain
1 Color information: e.g., modeling different packet types
J Time information: e.g., modeling age

1 Places and input arcs have time constraints for
each color



Example: Encoding Network Updates in TACPNs

@ Gadget to inject packets: Pagkets can be of
different types
ot o (timings): colors
pckTygS is- {VPN,SSH, VoIP}
dot is {e}
Variables:

pck is pckType

Constants:
vpnMaz = 3, sshMazxz = 1, voipMaz = 3

StartNetwork 1’ (dot) T So

0
* — [0, 00) 1" (pck) N
[dot] @ I z ‘,‘\O\ [pckType]

N=" vPN < vpnMax
SSH < sshMax
VoIP < woipMaz

Initially: token

at this place Jump to place S,

and generate packet
of arbitrary type




Example: Encoding Network Updates in TACPNs

@ Gadget to model switches: If token up here:

packets go old path

SinitialEnf

1/ (pek) 1'(e)
VPN — [vpnMin, vpnMaz]
S8H — [sshMin, sshMaz]

VoIP — [woipMin, voipMazx]

“=VPN < vpnMaz
SSH < sshMazx
VoIP < wvoipMazx

>

VPN < v;u"nﬂ:fa.z: Siiirial

SSH < sshMazx

VoIP < woipMazx

1 (pek)
VPN — [vpnMin, vpnMaz]
S8H — [sshMin, sshMax]
VoIP — [voipMin, voipMaxzx] 1’(.)

| [pckType]
/

~ -
, = VPN < vpnMaz
1'(e) SSH < sshMaz

VoIP < wvoipMaxzx

=~

SFinalEnf

If token down here: switch

updated to new path



Example: Encoding Network Updates in TACPNs

@ Gadget to model switches: If token up here:

packets go old path

SinitialEnf

1/ (pek) 1'(e)
VPN — [vpnMin, vpnMaz]
S8H — [sshMin, sshMaz]
VoIP — [woipMin, voipMazx]

“=VPN < vpnMaz
SSH < sshMazx
VoIP < wvoipMazx

Stinal

N
VPN < vpnMaz

1 (pek)
SSH = sshMaz VPN — [vpnMin, vpnMaz]
VoIP < woipMazx

S8H — [sshMin, sshMax]
VoIP — [voipMin, voipMaxzx] 1’(.)

| [pckType]
/

N

, = VPN < vpnMaz
1'(e) SSH < sshMaz
VoIP < wvoipMaxzx

Different timing

-

SFinalEnf

constraints for packets

If token down here: switch

updated to new path



Example: Encoding Network Updates in TACPNs

@ Gadget to model switch update:

How to change between initial and final switch configuration

Constants:

SkinalEnt Min = 50000
Iy o —
'\O' dot] Maz = 250000
S

A
!
1'(e) 1'(e) SIni-E_i::lEnf

T I< * — [0, 00) r\Ol[dot]
i
A et

1’(e)
_* = [Min, Max]

r - N
[dot] '\OI = < Max
s

St art[fp dateS

Starting here, the

update can take time
between min and max




Example: Encoding Network Updates in TACPNs

@ Connecting the pieces: initialization of update sequence for all n switches

Constants:
Maz = 250000 StartUpdateS; StartUpdateSz StartUpdateSy

1'(e
(*) EndUpdate

1'(e)
x@ [dot]

After updating Switch S, (delay

C,), go to Switch S,, etc.




Analysis

We show that the constructed nets can be analyzed efficiently
via their unfolding into existing timed-arc Petri nets.

unfold
t - ANNANNNA

(p,R)

(p,G) (p,sum)
<1!{
3 x [4,7]
2 x'[5,9] 5 x [0, o]
(t,b) binding b(z)=R

[ Preserves bisimilarity! 1




Tool Support

Latte translates a given
network update problem into
a TACPN to compute minimal
switch update delays

Comes with strong tool
support

Integrated Latte plugin in
open source tool TAPAAL

Allows to draw networks
graphically and issue CTL
queries

Network topology

gorithm

- ts | Waypoint
e swite

Constants C1,C, ...

Minimal constants C1, C
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Improved Latency of Update Schedules

Network | Route length Verification time[s] Default update time [s] Optimized update time [s] Improvement [%]

TLex + 0.74 3.58 0.25 02.30%
Hibernialreland 5 1.02 6.05 0.28 95.50%
Harnet 6 1.42 9.08 0.28 96.97%

UniC 7 1.49 12.65 0.28 97.83%

Oxford 8 2.02 16.78 0.28 98.36%

Xeex 10 5.86 26.68 0.28 98.97%

Sunet 11 10.23 3245 0.28 09.15%

SwitchL3 12 18.88 38.78 0.28 99.20%
Psinet 14 89.67 53.01 0.28 09.48%

Uunet 15 211.86 61.05 0.28 09.55%
Renater2010 16 480.52 69.58 0.28 99.60%
Missouri 25 timeout 171.05 67.10 60.77%
Syringa 35 timeout 336.05 295.35 12.11%
VilWavenet2011 35 timeout 336.06 295.35 12.11%

N Network topologies from the Topology Zoo
- Experiments run on a 64-bit Ubuntu 18.04 laptop



Improved Latency of Update Schedules

Compared to conservative delays
as produced by NetSynth: over

90% improvement.

Network | Route length Verification time[s] Default update time [s] Optimized update time [s] Improvement [%]

TLex 4 0.74 3.58 0.25 02.30%

Hibernialreland 5 1.02 6.05 0.28 05.50%
Harnet 6 1.42 9.08 0.28 96.97%

UniC 7 1.49 12.65 0.28 97.83%

Oxford 8 2.02 16.78 0.28 98.36%

Xeex 10 5.86 26.68 0.28 98.97%

Sunet 11 10.23 3245 0.28 09.15%

: 18.88 38.78 0.28 09.29%

Up to route length 16, optimal 89.67 53.01 0.28 99.48%
update time can be computed. 211.86 61.05 0.28 99.55%
480.52 69.58 0.28 99.60%

Missouri 25 timeout 171.05 67.10 60.77%

Syringa 35 timeout 336.05 295.35 12.11%
VilWavenet2011 35 timeout 336.06 295.35 12.11%

Too many updates can be
1 Network topologies from the performed concurrently:

O Experiments run on a 64-bit could be tackled with static

analysis (future work).



Improved Latency of Update Schedules

Name | Route length Verification time[s] Default update [s] Optimized update [s] Improvement [%]
Hibernialreland 6 4.37 4.68 0.45 90.70%
Oxford 12 4.7 7.99 0.45 94.42%
SwitchL3 8 4.67 5.7T8 0.47 01.95%
Psinet 16 4.67 10.18 0.45 05.63%
Renater2010 7 4.23 5.23 0.45 91.48%
Missourt 10 5.14 6.88 0.45 93.53%
Ans 13 5.73 8.52 0.43 94.90%

Bies 13 6.20 12.65 0.44 96.56%
Globalcenter 14 7.63 17.88 0.45 97.51%
Geant2009 13 11.72 16.78 0.45 97.35%

N More complicated scenario where concurrent updates are not possible

- Require minimal delays for waypointing



Improved Latency of Update Schedules

Improved verification times!

Still over 90%

Name | Route length Verification time[s] Default update [s] Optimized update [s] Improvement [%]
Hibernialreland 6 4.37 4.68 0.45 90.70%
Ozford 12 4.71 7.99 0.45 94.42%
SwitchL3 8 4.67 5.78 0.47 91.95%
Psinet 16 4.67 10.18 0.45 95.63%
Renater2010 7 4.23 5.23 0.45 91.48%
Missourt 10 5.14 6.88 0.45 93.53%
Ans : 3.73 8.52 0.43 94.90%

Bics e.g. 67 switches R4 12.65 0.44 96.56%
Globalcenter v 7.63 17.88 0.45 97.51%
Geant2009 within seconds! 11.72 16.78 0.45 97.35%

EI More complicated scenario where concurrent updates are not possible

| Require minimal delays for waypointing



iy Iy Iy iy

Roadmap of This Talk

Background

Motivation and Contribution
Approach

Evaluation

Demo



Further Reading

The AalWines project Netverify.fun

https://aalwines.cs.aau.dk
P // / Toward Polynomial-

Time Verification of
& Networks with
Infinite State Spaces:
An Automata-
Theoretic Approach

Home Download &Demo  About

Stefan Schmid

The AalWiNes network verification suite performs fast (polynomial time) verification of forwarding rules in MPLS routing

tables n the presence of ink failures. In MPLS, packet labels can be nested in order to provide tunneling through the network News

or to handlelink failures by fast-reroute mechanism. This mechanism relies on pushing a new MPLS label on top of the label 202006-22- [
stack to redirect the flow to go around the failed link. This mechanism can be applied several times in case of multiple link
failures, creating larger and larger (in theory: unbounded) numbers of MPLS labels on the label-stack. The tool allows to verify a
wide range of important network properties in polynomial time, parameterized by the maximum number of assumed link

Jul

20200520~ r Jiri Srba

Jul

failures. At the core of the tool lies an expressive query language for reachability analysis, based on regular expressions, bothto
specify packet headers as well as constraints on the routes. Specificall, queries are of the form:

ith the increasing scale of communication networks, failures (e.g. link

failures) are becoming the norm rather than the exception. Given the

critical rale enieh netwarke nlav for anr disital caciety it ic imnartant ta

.

intcduction Download | Documentatin Avout

TAPAAL.: Tool for Verification of Timed-Arc Petri Nets News

TAPAAL is 2 tool for e 2020-06-30 - TAPAAL won

2 gold medals at MCC'20

« modelling, simulation and veriiation of

« Timed-Arc Petrinets

« developed at Department of Computer Science at AALborg University in .
Denmark

i 20200318 - TAPAAL 3.6.1

« and available for Linux, Windows and Mac OS X platforms. = Val 2019-10-21 - TAPAAL 3.6.0

Timed-Arc Petr Net (TAPN) is a time extension of the classical Petri net mods! (s 2018-04-23 - TAPAAL 351
‘commonly used graphical model of distributed computations nroduced by Carl

dam Pl n i daseraton i 1962). The ime extorslon we conside allows for
ol modaling of rettime, vhch is asocted vithth tokens n the
(o s has s own age) and arcs from places to transitions are laballed by
S inervals tht rosict (h age ofokans tat can b used i order to o thg = i
respective transition. In TAPAAL ool a furter extension of this model with age TAPAAL paiorg Unvrsiy)
invariants, urgent transitions, transport arcs (which are more expressive than for 2

‘example previously considered read-arcs) and with nhibitor arcs s implementet

e < More news.

The TAPAAL tool offers a graphical editr for crawing TAPN models, simulator for experimenting wih the dssigned nets and a
Vecaton snvranment ot asomatcal, anevers ogcl qoses omieved i a subets of CTL oge (essantah EF EG.AF A0

wlae ithout nesting). It aiso allows the user to check whether a given net s k-bounded for a given number k. The newest version of
TAPAAL is now equipped with three open source verification engines distrbuted together with TAPAAL ({or continuous time semaniics,
discrete time semantics and a new eficlent engine for the verfication of untimed nets). Optionally, the user can automatcally ransiate
TAPAAL models into UPPAAL and rely on the UPPAAL verifcation engine.
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